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CHAPTER ONE

CAUSAL MODELS: THE REPRESENTATIONAL
INFRASTRUCTURE FOR MORAL JUDGMENT
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Abstract

This chapter has three objectives. First, we formulate a coarse model of the
process of moral judgment to locate the role of causal analysis. We propose that
causal analysis occurs in the very earliest stages of interpreting an event and
that early moral appraisals depend on it as do emotional responses and
deliberative reasoning. Second, we argue that causal models offer the best
representation for formulating psychological principles of moral appraisal.
Causal models directly represent causes, consequences, and the structural
relations among them. In other words, they represent mechanisms. Finally, we
speculate that moral appraisals reflect the similarity between an idealized
causal model of moral behavior and a causal model of the event being judged.
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1. INTRODUCTION

Common sense dictates that moral judgment cannot get off the ground
until causes are identified and consequences evaluated. Moral condemnation
requires first identifying a transgressor as the cause of pain, suffering, or other
contemptible consequences. In this chapter, we will not only embrace this
commonsense doctrine, but we will argue that causal structure is so central to
moral judgment that representations of causal structure, causal models, serve
as the representational medium for appraising and reasoning about the
morality of events. Our approach stands in contrast to the classical view
that people derive their moral conclusions through a process that resembles
proof (Kohlberg, 1986; Piaget, 1932), the more recent view that moral
conclusions are expressed by a grammar analogous to those found in lan-
guage (Hauser, 2006; Mikhail, 2000), and the claim that moral judgment is
largely unaffected by cognitive operations (Haidt, 2001). We will argue that
causal models provide a representation that allows for a direct expression of
moral principles. In the course of making the argument, we hope to go some
way toward specifying the role of causal analysis in moral judgment.

We distinguish two aspects of moral assessment: a moral appraisal that occurs
early in cognitive processing of an event and a moral judgment that reflects a
slower more deliberative process, and may also draw on the initial appraisal.
Our discussion focuses on the role of causal models in moral appraisal.

Challenges to the commonsense wisdom that moral attribution requires
causal attribution have come in the form of hypothetical counterexamples
and empirical demonstrations. Here, we simply list those challenges and iden-
tify rebuttals to them rather than reviewing the detailed arguments.

Deigh (2008) suggests that there are some situations where people are
held morally responsible for an act that they did not cause. For example,
when a group of teenagers beats a pizza deliveryman to death, even those
who were present but did not participate in the planning and execution of
the act may be held criminally responsible. Driver (2008) points out,
however, that even the passive participants might have stopped or mitigated
the severity of the event. They have at least some causal responsibility by
virtue of not preventing the acts. As such, this example does not challenge
Driver’s claim that moral responsibility entails causal responsibility. Driver
also deals (successfully in our view) with a number of other cases that have
been offered as counterexamples to this fundamental thesis.

A greater challenge is offered by Knobe (2003) who shows that people are
willing to assign someone blame for a negative foreseeable side effect of an
action but not to give credit for a positive foreseeable side effect of
an identical action. For example, an executive who harms the environment
as a foreseen, but unintended side effect of a program instituted to increase
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profits is blamed for the harm, but an executive in a parallel situation who
helps the environment as a side effect is not given credit. Knobe argues that
this implies that moral appraisals affect attributions of intent. As intentions are
causes of intentional action, this implies that moral appraisals can determine
causal attributions, suggesting that common sense has it backward some of
the time: Rather than causal analysis affecting moral judgment, moral judg-
ment can affect causal analysis. In an ongoing debate, Machery (2008) points
out that Knobe’s study includes a confound. Specifically, when a side effect is
negative, there is more reason not to act than when the side effect is positive.
A negative side effect is itself a reason not to act. Given the decision maker’s
selfish motive to act, there is necessarily more conflict when balancing
reasons for and against acting when the outcome is negative than when it
is positive because the selfish motive to act must be balanced against the side
effect only in the negative case. Hence, attributions of blame for a negative
side effect may be greater than attributions of credit for a positive side effect
not because of a prior moral appraisal but rather because the decision maker
acted in the face of greater conflict in the case of blame.

Another empirical challenge is presented by Cushman et al. (2008).
They show that people are more likely to construe a morally bad act as
actively doing than as passively allowing. A doctor who unplugs the life-
support system of a homeless man because the doctor thinks the homeless
man is a worthless burden has killed the man. But a doctor who unplugs the
life-support system because he believes it could be used more effectively on
someone with more promise of survival has enabled the homeless man’s
death. This indicates that moral appraisal affects how events are evaluated
using causal language. Notice though that this evaluation does not necessar-
ily reflect the initial causal construal of the situation; it could well reflect a
considered judgment long after initial interpretation of the event and
deliberation has occurred.

In sum, we subscribe to Driver’s (2008) thesis that an attribution of
moral responsibility to an agent for an event presupposes that the agent is
causally responsible for the event. But we note that this does not imply that a
complete and final causal interpretation and judgment must occur prior to
any moral considerations. In the remainder of the chapter, we provide an
introduction to the causal models framework and then offer a view of the
cognitive architecture of moral judgment, a modal model, the closest we
can come to a consensus in the literature. This will allow us to locate
the role of causal analysis in moral judgment. We will see that two roles
emerge, one in an early moral appraisal and one in deliberative reasoning.
Next, we discuss how the canonical principles of moral appraisal depend on
causal models and speculate that the principles derive from a comparison
between the causal model of an event being judged and an ideal causal
model. We end by comparing our view to some others such as the moral
grammar idea (Hauser, 2006; Mikhail, 2000).
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2. CAUSAL MODELS

What form does the causal knowledge required by moral judgment
take? Here is what must be represented:

e Actorsand their causal roles (e.g., perpetrator, bystander, or victim — better,
terms that express those causal roles without any moral connotation);

e Physical capacities and their causal roles (e.g., an agent’s size or skills with
a weapon may have enabled or prevented an outcome);

® Mental states and their causal roles (e.g., intentions, beliefs, and desires are
the causes of intentional action; cf. Malle (2007));

® Objects (e.g., weapons, money, etc.) and their causal roles (e.g., are they
enablers, disablers, potential disablers, are they on the causal path leading
to a consequence or possible consequence?);

e Actions and how they relate actors and objects to one another (e.g.,
shooting a gun at someone is a mechanism that relates a shooter and a
gun as causes to an effect consisting of the end state of the person shot).

Notice that identifying causes and consequences is not nearly enough to
make informed decisions and predictions. The structural relations among
the causal elements are critical because they link individuals to conse-
quences, specify the requirements for an action to be effective (e.g., that
its enablers are present and functioning), and indicate the joint outcome of
multiple actions. They also indicate the outcome of counterfactual con-
siderations. That is, inferences about ‘“what might have been” or “what
would happen if”” can be inferred from knowledge about how events cause
other events. Once those causal relations are known, we can use them to
determine (for instance) what the effects would be of any assumed set of
causes.

The inferences that we are able to make are detailed and specific and
therefore require a detailed and specific representation of causal structure.
We call such a mental representation a causal model. The causal analyses that
people engage in for the sake of moral judgment of a specific situation are
likely to involve identifying and making inferences from simple qualitative
relations among the elements of an event.

The causal model of a specific event must derive, at least in part, from
more abstract, general knowledge. For instance, a model of a specific car
accident is constructed using more abstract knowledge about skidding, the
effects of contact, brake failure, etc. In this sense, a causal model of a specific
event derives from models that describe events of more general types.

A more formal representation of causal structure starts by representing
the constituents of the event as random variables that can take different
values. A representation of a car accident might include a random variable
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for skidding that takes the value 1 in the case that skidding is present and
0 otherwise. Structural relations in the event can be represented by specify-
ing how the values of the constituents of the event change in response to
changes in the other constituents. For instance, if the accident representa-
tion includes a random variable denoting the presence or absence of ice, this
variable should affect the probability of skidding.

One type of model specifies a joint probability distribution over all of the
values of all of the constituents of the event. This distribution can be
represented economically by a graph with nodes that represent the consti-
tuents and links between nodes representing structural relations. The joint
distribution can then be expressed by specifying the distributions of the
exogenous or root nodes, nodes whose distribution is not determined by
any other nodes in the graph, and a set of equations relating the distributions
of linked nodes. If the form of the graph obeys certain constraints (e.g., the
links are all directional and it has no cycles) it is referred to as a Bayes net
(Pearl, 1988).

A Bayes net represents relations of probability, not necessarily causality.
Woodward (2003) argues that what distinguishes a causal relation from a
merely probabilistic one is that it supports intervention. Roughly speaking,
A causes B if a sufficiently strong intervention on A by an external agent
would affect the value of B. A causal Bayes net (Pearl, 2000; Spirtes et al.,
1993) is a Bayes net in which the links represent causal mechanisms and
operations are defined that support the logic of intervention. Pearl (2000)
defines an intervention as an action that is external to the graph that sets a
variable in the graph to a particular value. An intervention that sets a variable
X to a value x is written as do(X = x). The effect of an intervention is to
remove the incoming links to the intervened-on variable, rendering it
independent of its normal causes. One way to represent an intervention is
as a new node in an augmented graph. The intervention do(X = x) is
encoded by drawing a link between the new intervention node and the
target of intervention X and erasing all other incoming links to X. Figure 1A
shows a very simple causal Bayes net representing a traffic accident.
Figure 1B shows the same network after an intervention which cuts the
brake lines.

The intervention do(brake failure = 1) sets the variable “‘brake failure” to
1. This is encoded by drawing a link between the intervention and its target
and by erasing the link from the normal cause of brake failure, worn out
brake pads. One outcome of severing the link between brake failure and its
normal cause is that the variables are no longer informative of one another.
Under normal circumstances, the failure of the breaks would increase the
probability that the car has worn out brake pads. After the intervention no
such diagnostic inference is possible. Predictive inferences are still possible
because the outgoing links remain intact. After the brake lines are cut, the
probability of an accident is high.
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A
Worn out brake pads Brake failure
(1=yes, 0=no) (1=yes, 0=no) \
Accident
(1=yes, 0=no)
Ice present Skid /
(1=yes, 0=no) (1=yes, 0=no)
B
Cutting break lines
Worn out brake pads I
(1=yes, 0=no) Brake failure=1 \
Accident
(1=yes, 0=no)
Ice present Skid
(1=yes, 0=no) (1=yes, 0=no)

Figure1 (A) A Causal Bayes net representing a traffic accident. (B) the same network
after an intervention which cut the brake lines.

The do operation is a device for representing actual physical interven-
tions as well as counterfactual interventions. A causal model can be used to
answer counterfactual questions about what would be the case if some
condition X had value x simply by using the operator to set the value of
X, do(X = x).

Our use of the term “‘causal model” is inspired by causal Bayes nets in
that both use sets of links to represent mechanisms, have graph structures
that correspond to causal structure, and subscribe to the logic of interven-
tion. However, we do not intend to suggest that judgments are always
coherent in the sense of being internally consistent as prescribed by proba-
bility theory. Moreover, for reasons spelled out below, we will sometimes
draw links between values of variables and interpret them not merely as
mechanisms describing potential relations between causes and an effect, but
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as an active mechanism that supported the transfer of a conserved quantity
along its path.

Sloman (2005) makes the case that causal models describe a basic form of
mental representation. Clearly many cognitive functions presuppose assign-
ment of causal structure to the world. Fernbach, Linson-Gentry, and
Sloman (2007) and Humphreys and Buehner (2007) show that causal
knowledge mediates perception. Causal structure plays a role in language
(e.g., Abelson and Kanouse, 1966; Brown and Fish, 1983), category forma-
tion (Rehder and Hastie, 2001), and attributions of function (Chaigneau
etal., 2004). Causal structure is also central to reasoning and decision making
(Sloman and Hagmayer, 2006). Our working hypothesis is that causal
models serve as the primary representational medium for moral judgment.

3. ARCHITECTURAL CONSIDERATIONS

Both behavioral and brain imaging data indicate that moral judgments
have at least two bases, a deliberative one and a more intuitive one (e.g.,
Cushman et al., 2006; Greene, 2008; Pizarro and Bloom, 2003). Although
there is a debate about the precise nature of the underlying systems (Greene,
2007; Moll and Oliveira, 2007; Moore et al., 2008), wide consensus obtains
that two systems support moral judgment in the same way they support
reasoning and decision making (Evans, 2003; Kahneman and Frederick,
2002; Sloman, 1996; Stanovich and West, 2000). In the case of moral
judgment, the intuitive basis consists of an almost immediate sense of right
or wrong when presented with a situation that merits moral appraisal.
Figure 2 illustrates our interpretation of the modal model of the processing
of moral judgments at the time of writing.
Haidt (2001) offers an intuitionist theory of moral judgment according
to which judgments are not the product of deliberative reasoning; rather,

Deliberative
reasoning Moral
i judgment
remaven, || e
- > .
to-be-judged appraisal
\ Moral on
appraisal/ Other
Emotional | __—] judgments
reaction

Time

>

Figure 2 The modal model of the order of mental operations resulting in moral
judgment.
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reasoning comes after judgment in the form of justification rather than
motivation. The modal model accommodates this idea by treating moral
appraisal as an input into the deliberative process. Our deliberations take
into account the causal structure of the situation along with our immediate
moral appraisals and emotional reactions to try to make sense of them. If
they can, they are in essence justifications and the final moral judgment will
be consistent with them. But if they cannot, or if the initial appraisal is
trumped by a conflicting moral rule, then we will change our minds and
produce a moral judgment whose motivation really does lie in a deliberative
process. Thus, in contrast to suggestions by Nichols and Mallon (2006) and
Bartels (2008), we consider strict moral rules (e.g., “Do not have any other
gods before me”) to be enforced by deliberative reasoning. This explains
why emotional reactions (like sexual attraction) can conflict with moral
rules.

We refer to the initial determination of causal responsibility as ““causal
appraisal” and the initial determination of moral responsibility as
“moral appraisal” but these are not to be confused with final, observable
judgments. Hauser (2006) follows Mikhail (2000) and Rawls (1971) in
arguing that moral appraisals are made by moral grammars, analogous to
the kind of linguistic grammars proposed by Chomsky (1957). For suppor-
ters of the linguistic analogy, moral appraisals are unconsciously formed by
principles that are not accessible to introspection.

We agree that moral appraisals emerge early in the flow of processing.
Consider:

A biker gang has moved into a rural community and is intimidating the
local residents. One day a father and his son are walking down the street and
they cross paths with a couple of the bikers. One of the bikers steps in front
of the son and, while staring into the father’s eyes, punches the son in the
face and says to the father, “What are you going to do about it?”

We surmise that the reader has at least two initial reactions to this story. One
is cognitive, absolute contempt for the biker’s action. Let us call this
immediate appraisal “‘moral disapproval.” The second is emotional, namely
anger and perhaps loathing of the biker and his ilk. What causes what? Does
the anger cause the disapproval, the disapproval the anger, or are they both
caused by a third state? Surely emotions influence moral judgment (Greene
et al.,, 2001), but in this case the anger could not be responsible for the
disapproval because there would be no anger if the act were not disapproved
of. The anger presupposes something to be angry about which in this case is
that the act is morally out of bounds. It may be that anger can arise in the
absence of moral appraisal. For instance, serious sudden pain can cause anger
(e.g., accidentally closing a car door on your finger). But in the story just
told, the reader is merely an observer and thus has no such pathway to anger;
the only available source is the heinousness of the action. So either the
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disapproval is the cause of the anger or, as Prinz (2006) argues, the disap-
proval is a moral sentiment that exists in virtue of the anger. The disapproval
may be constituted in part by the anger. Either way, a moral appraisal has
occurred and it has occurred no later than a very swift emotional reaction.
So moral appraisals can occur at the very earliest stages of processing.
Indeed, appraisal theories of emotion also stipulate that an emotional
response presupposes an appraisal (Clore and Canterbar, 2004; but see
Berkowitz and Harmon-Jones, 2004).

The reason to distinguish moral judgment from moral appraisal is that
final judgments do not always coincide with initial appraisals or with
emotional reactions. In the original trolley problem (Foot, 1978), the initial
distaste for killing a single person is overcome after considering the other
option of allowing five to die.

4. ROLES FOR CAUSAL MODELS

4.1. Appraisal

Causal models play several roles in moral judgment. At the early moral
appraisal stage, they structure the understanding of events by assigning causal
roles to actors, their capacities and mental states, objects, and actions. This
involves such inferences as determining the intention of actors (did he want
to hurt the victim or was the outcome accidental?) and attributing causal
responsibility for the outcome.

Causal models do not offer a process model of moral judgment; rather
they describe a form of representation that different judgment processes rely
on. They can be used to make different inferences depending on the judge’s
task. Cushman (2008) shows that people use different criteria for moral
inference depending on the question they are asked. Judgments of wrong-
ness and permissibility depend on analysis of mental states whereas judg-
ments of blame and punishment are more sensitive to an analysis of causal
responsibility. Cushman attributes these different criteria to the operation of
different judgment systems. Our analysis, in contrast, allows that the differ-
ent criteria reflect the same cognitive operations on the same representation
of the event. They merely reflect different directions of causal inference. If
asked for a judgment of wrongness or permissibility, people make a diag-
nostic inference from an outcome upstream to a cause of the outcome, the
intention of the action that produced it, a mental state. But when asked to
evaluate blame or punishment, the inference tends to go in the opposite
direction, from the person’s intention to the outcome of their actions.
Whichever direction is focused on, a causal model relating intention to
action and outcome is necessary.
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Moral judgments sometimes require prediction of an outcome or a
counterfactual assessment after an outcome occurs of the probability of
that or some other outcome given the presence or absence of the action.
Prediction is necessary if the outcome has not yet occurred. The moral
worth of a government’s environmental policy depends on an assessment
of the probability that it will lead to serious environmental harm in
the future. Counterfactual likelihoods are relevant when an event has
already occurred. A moral assessment of the invasion of Iraq in 2003
depends in part on a judgment of the probability that there would have
been terrorist strikes on American soil in the immediately subsequent period
if the invasion had not occurred. Naive individuals have little to go on to
make these kinds of probability judgments other than their causal models
of global warming or terrorist trends, respectively. They can of course
appeal to expert judgment, but experts themselves rely heavily on their
own causal models to determine the likelihoods of various consequences
(Klein, 1999).

4.2. Deliberation

Prediction and counterfactual inference are sometimes deliberative affairs
that involve time and reflection. But they nevertheless tend to involve
causal structure. Debates about the value of an invasion often involve
differences of opinion about the likelihood of various outcomes. Sometimes
statistics based on historical precedent enter into consideration, but even
then the relevance of the statistics depends on causal beliefs. For instance,
whether or not the prevalence of terrorist activity can be generalized from
one country to another depends entirely on how the environment in one
country differs from the other in terms of its degree of logistical and political
support for and responsiveness to terrorist activity. These are the kinds of
considerations that are represented in a causal model.

Note that utility analysis depends on prediction and counterfactual judg-
ment. So, if such judgments make use of causal models, it follows that utility
analysis does too. In other words, causal models are critical to apply utilitarian
principles to derive solutions to moral problems. This point has been made by
a number of philosophers (Meek and Glymour, 1994) including some who
have proposed causal utility theories (Nozick, 1993; Joyce, 1999; Skyrms,
1982) though there have been dissenting voices (Levi, 2000). And people turn
out to reason causally about choices very naturally and eftectively (Sloman and
Hagmayer, 2006). The probability of the possible consequences of an action
refers to the probability of possible effects of a cause.

What about deliberative moral judgments based on deontological prin-
ciples rather than utilitarian analysis? Do people require causal models to
draw conclusions based on universal principles like ““one should never push
people off bridges to their death” or “killing an innocent human being is
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never permitted’’? Notice that such principles themselves require an appro-
priate underlying causal structure. This is most easily seen by the fact that
they are expressed using causal verbs. “Pushing” and “killing” both imply
an agent, a recipient, and a change of state. So applying such principles
requires instantiating the agent (cause) and change of state of the recipient
(effect). Even the golden rule is a causal principle that involves the sina qua
non of causality, intervention. Doing unto others is an act of intervention
that directly affects someone else.

Deliberating about abstract moral principles is largely an exercise in
abstract causal reasoning. Once primitive values are specified (life, liberty,
pursuit of happiness, etc.), deciding how to formulate a code of ethics is
largely a matter of choosing causal laws that have primitive values as
consequences (e.g., thou shalt not kill, no detention without due process,
etc.). These causal laws are not causal models themselves but rather princi-
ples for generating causal models that will ensure justice for different classes
of situations (e.g., a court system to try criminals, a medical system to
maximize health, etc.). In this sense, Hauser’s (2006) moral grammar can
be conceived of as a set of causal laws.

5. MORAL PRINCIPLES THAT DRAW ON
CAUSAL STRUCTURE

A guiding puzzle in moral psychology is to determine the aspects of an
event that modulate moral judgments about it. Our central claim is that
every moral principle that has been seriously considered as a descriptor of
the process of moral appraisal depends on a causal model representation of
event structure. Cushman et al. (2006) suggest three principles. The inten-
tion principle states that bad outcomes that are brought about intentionally
are morally worse than unintended outcomes. The action principle, usually
referred to as omission/commission, states that, ceteris paribus, actions are more
blameworthy than inactions. The contact principle states that an action that
brings about harm by physical contact is morally worse than an analogous
action that does not involve contact. We see the contact principle as a
special case of causal proximity (Alicke, 2000). Actions that are connected to
bad outcomes through fewer intermediate causes are more blameworthy.
To this list we add locus of intervention. Work by Waldman and Dieterich
(2007) suggests that an intervention on a victim is more reprehensible than
intervention on the agent of harm. Throwing a person on a bomb is worse
than throwing a bomb on a person. We also assess the principle of fairness,
which is fundamental to many moral judgments (Rawls, 1971). Fairness is
usually construed acausally, as an evaluation of the way in which goods
ought to be distributed. But fairness is also influenced by causal structure.
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5.1. Intention

A critical factor in attributions of moral responsibility is the intention of the
actor. In Western law, attributions of intention are generally required to
convict for certain crimes like murder. The importance of an actor’s
intention for attributing blame is manifest in many philosophical principles
including the principle of double effect which concerns the ethics of bad
side effects of good actions. It is generally accepted that acts with the same
consequences should be judged difterently depending on their guiding
intentions (Foot, 1978). For example, killing civilians intentionally in
wartime is not the same as killing civilians, even knowingly, as a side effect
of destroying a valuable military target.

Young et al. (2007) offer a demonstration. Grace and her friend are taking
a tour of a chemical plant. Grace goes to the coffee machine to pour some
coffee, and her friend asks for sugar in hers. The white powder by the coffee is
not sugar but a toxic substance left behind by a scientist. In the intentional
condition, the substance is in a container marked “‘toxic,” and Grace thinks
that it is toxic. In contrast, in the nonintentional condition the substance isin a
container mislabeled “‘sugar,” and Grace thinks that it is sugar. In both condi-
tions, participants are told that Grace puts the substance in her friend’s coffee.
Her friend drinks the coffee and dies. Participants are asked to rate the moral
status of Grace’s action. The result is an enormous effect of intention. In the
intentional condition, participants judge Grace’s action as forbidden. In
the nonintentional condition they judge it as permissible.

The effect of intention pertains even when the outcome is foreseen.
Mikhail (2000) gave participants a scenario that was similar to the standard
trolley problem but was varied such that the actor’s intention was to kill the
single individual, not to save the five. Participants were told that the
bystander who had the choice to throw the switch hated the man on
the alternate track, wanted to see him dead, and that his decision to divert
the train was explicitly intended to kill the man. Throwing the switch was
viewed as far worse than in the standard dilemma where the outcome, the
death of the single individual, is a foreseen but unintended side effect of
saving the five.

In one sense, an intention is a root cause in a causal model. It represents
the will of an agent. If one attributes free will to the agent, then the
intention is not determined by anything else. Of course, intentions are
influenced by other variables. In Malle’s (2001) model of intentional action,
intentions are influenced by an agent’s beliefs and desires. One relevant
belief is that the action will produce the intended outcome and a relevant
desire is that the outcome will come about. A judge might ask what an
agent’s beliefs and desires are or even why the agent has such beliefs and
desires. If answers are forthcoming, then the causal model is peeled back one
more layer by assigning causes to intentions or even two more by assigning
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causes to beliefs and desires. But the causal models necessary for everyday
moral judgment do not usually require historical elaboration. People rely on
the minimal structure necessary by not thinking beyond, or too far beyond,
an actor’s intention.

In many vignettes in the literature, the intention of the actor is stated
outright or strongly implied. In that case, intention can simply be repre-
sented as a node in the causal model of the event. Often, however, intention
is an unobservable variable that must be inferred prior to making a moral
appraisal. Consider a case where a young man pushes an old woman. A
moral evaluation of the action is contingent on the young man’s intention.
It may not be necessary that he intends the outcome, we may be satisfied
that he is to blame if he was merely negligent, but the valence of his
intention will nevertheless affect our appraisal. If his intention is to push
the woman out of the way of a car, it suggests a different judgment than if
his intention is to injure her. One feature of causal models is that they
support diagnostic reasoning to hidden causes from the status of effects of
those causes. Our moral infrastructure hypothesis suggests that people
represent the causal structure among relevant variables of an event prior to
making a moral appraisal. This includes information that prima facie may
seem irrelevant to assessing the morality of the outcome but is made relevant
by its evidential power to diagnose intention. For instance, if the young man
had yelled “watch out” to the old woman prior to pushing her, it would
support a diagnostic inference to a good intention. Thus causal models not
only supply a way to represent intention as a cause of an action to be judged,
but also a computational engine for inferring intention on the basis of causal
structure.

5.2. Omission/Commission

Acts of commission that lead to bad consequences are usually judged more
blameworthy than acts of omission with the same consequences. Spranca
etal. (1991) asked people to judge a number of such cases. In one vignette, a
tennis pro is eating dinner with an opponent the night before a match. In
one condition, the commission case, the tennis pro recommends a dish that
he knows will make his opponent ill in order to gain an advantage in the
match. In the omission case, the tennis pro fails to warn his opponent against
the dish that will make him ill. In both cases the outcome is the same. The
opponent orders the dish, becomes ill, and the tennis pro wins the match.
People judged the tennis pro to be more blameworthy in the commission
case.

It turns out that a parallel law to commission/omission distinction in
moral judgment applies to attributions of causality. Counterfactual relations
are often insufficient for attributions of actual cause. The fact that an event B
would not have occurred if event A had not even in the absence of other
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causes of B is not generally sufficient for people to assert that A causes B
(Mandel, 2003; Walsh and Sloman, 2005; Wolft, 2007). People sometimes
require that a mechanism exist from A to B, what philosophers call causal
power. For instance, if Suzy opens a gate that allows a boulder to pass
through and knock a man off a cliff to his death, then people tend to assert
that Suzy was the cause of the man’s death. But if Suzy merely sat in a parked
car beside the open gate and failed to close it, then she is not the cause even
if she could foresee the outcome (Clare Walsh, personal communication).
Omission involves an outcome due to failure to act, which is similar in the
sense that no active mechanism links the omitted action to the causal path
that leads to the outcome. Commission involves precisely such a mecha-
nism. In that sense, the commission/omission distinction can be reduced to
the principles of operation of naive causal reasoning.

The absence of an active mechanism from the action to the outcome in
the case of omission means that there must be some other sufficient cause of
the outcome that is independent of the agent. In other words, acts of
omission involve a failure to intervene on a causal system that is heading
toward a bad outcome; the system’s preexisting causes are sufficient for the
outcome. Consider the tennis pro’s act of omission. The opponent’s desire
to order the dish that would make him ill is sufficient to bring about
the outcome, irrespective of the tennis pro’s desire that he get sick. No
such independent sufficient cause is required in cases of commission because
the action itself is such a cause. Recommending the dish to the opponent is
part of the mechanism leading to the opponent’s sickness in the commission
condition.

In sum, acts of commission and omission differ in two structural ways
(presence versus absence of a mechanism and of an alternative sufficient
cause). Graphs in standard Bayes nets do not represent mechanisms per se,
they represent relations of probabilistic dependence. But the notion of
mechanism requires more than probabilistic or even counterfactual depen-
dence. One interpretation is that a mechanism involves a conserved quan-
tity (like energy or symbolic value) that travels from cause to effect (Dowe,
2000). Philosophers often talk about this notion of mechanism that entails
more than probabilistic dependence in terms of causal power. In our causal
models of specific events, we will represent the passing of a conserved
quantity as an active mechanism. Using links to represent only active
mechanisms, we can then illustrate the difference between commission
and omission using causal models as we do in Fig. 3. What the graphs
make apparent is that, when the cause is an action, the presence or absence
of an active mechanism identifies whether or not the agent intervened. An
idle intervention is equivalent to no intervention and occurs only in the
absence of an active mechanism and an active mechanism in turn requires
that the agent be intervented actively.
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Figure 3 Causal models of abstract cases of commission and omission.

Causal models dictate how causes combine to bring about outcomes. In
the case of omission, there exists a sufficient cause that would bring about
the outcome in the absence of the action. In the case of commission, there is
no such sufficient cause. Commission and omission are distinguished by the
active mechanisms that produce the outcomes.

Why should this structural difference have a moral implication? The
relevant moral principle, expressed in terms of causal models, is that an agent
is more morally responsible for an outcome if a mechanism links them
directly to the outcome. In other words, an agent is more morally responsi-
ble if their action can be construed as an intervention that led to the
outcome. One implication is that an agent is not more morally responsible
merely for increasing the probability of the outcome but has to be linked to
it by a mechanism.

One effect of the difference in causal structure is that commission and
omission suggest different counterfactual possibilities. Causal models support
counterfactual reasoning (Pearl, 2000). By hypothetically setting the variables
in the model to particular values and observing the values of other variables,
one can infer counterfactual possibilities. Like causal attribution (Lewis, 1973;
but see Mandel, 2003), moral reasoning can be guided by counterfactual
considerations. In the example above, a judge might wonder what would
have happened had the tennis pro not been present at all. The sufficiency of
the alternative cause in the omission case suggests that the opponent would
have gotten sick anyway. Conversely, the lack of an alternative cause in the
commission case suggests that the tennis pro really is to blame.
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Spranca et al. (1991) report that participants justified their responses to
omission/commission vignettes by appealing to a variety of factors includ-
ing alternative causes, sufficiency, and counterfactual considerations. Our
analysis suggests that all of these factors can be understood as properties of an
underlying causal model.

5.3. Causal Proximity

The principle of causal proximity is that people who meet other necessary
requirements are morally responsible for an outcome to the extent that their
actions are direct causes of the outcome. They are reprieved of moral
responsibility to the extent that the effect of their actions is indirect.
Alicke (2000) posits a model of blame assignment that explicitly includes
causal proximity as a factor. Many other theories have included principles
that can be construed as variants of causal proximity, such as directness
(Cushman et al., 2006), whether an act is personal or impersonal in its
relation to a victim (Greene et al, 2001), and whether battery is committed,
that is, the victim has been touched without his or her consent by another
person (Mikhail, 2000). The most extreme case of causal proximity is when
a perpetrator has physical contact with a victim. This is one possible reason
for the divergence in responses to the “trolley’” and “footbridge” dilemmas.
On this interpretation, the reason that pushing a fat man off the bridge seems
so reprehensible is that it requires direct contact with the victim unlike
pulling a lever to send a trolley onto a different track. To test this idea
Cushman, Young, and Hauser introduce a scenario in which, instead of
pushing the fat man off the bridge, one must pull a lever that opens a trap
door that drops him onto the tracks. People were more willing to pull the
lever than to push the fat man directly.

The impact of causal proximity has also been shown in cases that do not
include direct physical contact. One example is derived from a pair of
vignettes reported in Hauser et al. (2008). In the proximal case,

Wes is walking through a crowded park on a cold winter evening. He is
nearly home when he sees a homeless man. The man has no winter
clothing, and soon he will freeze and die. Wes is wearing a warm coat
that he could give to the man, saving his life. If Wes keeps his coat, the
homeless man will freeze and die. If Wes gives the homeless man his coat,
the homeless man will survive.

In the less proximal case,

Neil is walking through a crowded park on a cold winter evening. He is
nearly home when he sees a collection station for donations to the home-
less. A sign explains that most homeless people have no winter clothing, and
that dozens will freeze and die every night in the winter. Neil is wearing a
warm coat that he could put in the collection station, saving the life of one
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homeless person. If Neil keeps his coat, a homeless person will freeze and
die. If Neil puts his coat in the collection station, a homeless person will
survive.

Most people think it is more morally permissible for Neil to keep his
coat than for Wes. This may because they believe Wes’s action is more
certain than Neil’s to save a homeless person or because of the number or
type of alternative possible actions that the scenarios conjure up. We
propose that all of these possibilities are a consequence of the greater causal
distance between Neil’s potential action and saving a homeless person than
Wes’s.

In a causal model representation, causal proximity depends on the
number of mediating causes between the action to be judged and the
outcome. For example, pulling a lever is more distant than pushing a man
because there is a mechanism, or series of mechanisms between the action
on the lever and the outcome of the fat man falling. In the direct case there is
no such mechanism.

As in the case of omission/commission, the effect of causal proximity
may be to dilute the causal responsibility of the actor. The presence of a
causal chain between actor and outcome has at least two implications for
assigning causal responsibility. First, in attributing cause, there are salient
alternatives to the action being judged, namely the intermediate causes
separating the actor from the outcome. If a captain commands a private to
shoot a civilian, then the private becomes a cause of the death. Further,
there might be supporting additional causes for the private’s action. He
might like killing and planned to shoot the civilian before receiving the
order. In either case, causal attribution of the effect to the captain might be
attenuated. More generally, as causal distance increases the number of
intervening causes increases, and the greater the possibility for attenuating
responsibility to the root cause. Second, in a causal chain with probabilistic
links, the probability of the ultimate effect decreases with the length of
the chain. This means that the more intermediate causes, the less likely the
action will lead to the outcome. For instance, in the example above the
private might fail to follow the captain’s order. Thus, the ability of the actor
to predict the outcome with certainty decreases with causal distance. This
could dilute causal attribution by increasing the possibility that the outcome
came about due to chance. It could also weaken judgments of intention.
According to the folk theory of intentional action (Malle, 2001; Malle and
Knobe, 1997), intention attribution is a function of belief that the outcome will
happen. The greater the causal distance, the less belief the actor has that the
outcome will come about. As discussed above, intention strongly influences
moral appraisal. If one effect of causal distance is to weaken judgments of
intentionality then it would follow that it should also weaken appraisals
of moral responsibility.
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5.4. Locus of Intervention

As discussed above, acts that bring about outcomes in a moral situation can
be seen as interventions on that situation. Waldmann and Dieterich (2007)
argue that moral judgments are influenced by the locus on which the actor
intervenes in the underlying causal model. Interventions that influence the
path of the agent of harm are more permissible than interventions on the
potential victim. This is one possible explanation for the divergence in
judgments between the “trolley”” and “footbridge” dilemmas. In the classic
trolley problem, the actor redirects the path of the agent of harm, the
trolley. In the “footbridge” problem, the intervention is on the victim,
the fat man who subsequently dies.

‘Waldmann and Dieterich (2007) compared a number of scenarios where
an intervention either influenced the path of the agent or the victim.
Interventions on agents were always judged more permissible. The effects
cannot all be explained by causal proximity. Here is one example:

Agent intervention: A torpedo threatens a boat with six soldiers. Destroying
the torpedo by remote control would sink a nearby submarine with three
soldiers.

Victim intervention: A torpedo threatens a boat with six soldiers. Three
soldiers could be ordered to move their boat in a way that would divert
the torpedo from the original target to their boat.

The scenarios vary with respect to locus of intervention but do not obvi-
ously vary in terms of causal proximity. Still, participants judged the agent
intervention to be more permissible.

Kant (1785/1998) argued that human beings should never be used as a
means to achieve a goal. This suggests the possibility that people’s intuitions
about these scenarios come not from a causal analysis of the locus of
intervention but rather from a strict deontological principle, a prohibition
against using human beings as a means under any circumstances. Waldmann
and Dieterich (2007) show that people are sometimes willing to use the
victim as a means to save others as long as the intervention is on the agent of
harm. Participants were given a variant of the trolley problem where in
order to stop a train from killing five people the train can be diverted onto a
sidetrack where one person is standing. The key manipulation was whether
the sidetrack loops back to the main track. In the means condition, the effect
of the person on the sidetrack is to stop the train. If the person were not
there, the train would continue on its course back to the main track and still
kill the five, even if originally diverted. Thus the intervention is on the
agent of harm, the train, but the person on the sidetrack is used as a means to
stop the train from looping back to the main track. Participants rated
diverting the train as permissible. Locus of intervention and the means
principle are closely related. Victim interventions tend to violate the
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principle. Agent interventions usually do not. Evidently, though, people’s
moral intuitions are not captured by a strict deontological principle but
rather are a function of their causal model.

According to Waldmann and Dieterich (2007), the reason that the locus
of intervention is morally relevant is psychological; it shifts attention to the
target of the intervention. In the case of the agent intervention, it is natural
to consider the two possible causal paths of the agent of harm (e.g., the train
continuing on its path or being diverted). In that case, the utilitarian
comparison between five dead and one dead comes into focus. Conversely,
the victim intervention leads to a focus on the possibilities associated
with the victim, the comparison between the victim living versus dying.
This backgrounds the utilitarian considerations and makes the intervention
harder to justify. This is reminiscent of the difference between commission
and omission: The moral principle derives from the counterfactual possibi-
lities that come to mind when considering the effect of the action or
inaction. The counterfactual possibilities are brought to mind by the
knowledge of the causal structure.

5.5. Fairness

Rawls (1971) proposes that the central principle of justice in a society, the
principle from which all others derive, is fairness. Fairness is most naturally
thought about in terms of how goods are distributed. All else being equal,
available goods should be distributed equally and all deviations from equality
need justification. In actual distributions of goods in the world, deviations
are commonplace and justifications have a causal rationale.

An idealized illustration of how this works comes from experiments on
the ultimatum game, a simple game involving two players. The first player,
“the proposer,” is given a fixed amount of money to split any way he
chooses. The second player, “the responder,” decides whether to accept or
reject the split. If he accepts, the money is distributed according to the
proposal. If he rejects, neither player receives anything. Rational agent
models predict that the proposer will make the smallest possible offer and
that the responder will accept it. In fact, proposers tend to offer much more
than is predicted by these models, and responders often reject even fairly
large offers (Oosterbeek et al., 2004). The ultimatum game is thus a good
test bed for assessing goods distributions that people deem fair.

Research on the ultimatum game has shown substantial cross-cultural
differences in how people play the game. We suggest that at least some of
this difference can be explained by the players’ causal beliefs about how the
proposal is generated. For example, Gypsies in the Vallecas neighborhood in
Madrid, Spain often accept an offer of zero, and when asked to justify their
behavior they say that the proposer probably needed the money (Branas-
Garza et al., 2006). The evaluation of whether the proposal is fair is
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contingent on an analysis of the causes of the proposal. This can also be seen
in Blount (1995) who found greater willingness to accept small ofters when
players believed that they were generated by a chance device than by other
players. Another way that causal considerations enter into decision in the
ultimatum game is that proposers and responders consider the eftects of their
decisions. For example, an important determinant of behavior is fear that
one’s reputation will be damaged by appearing to be unfair (Gil-White,
2003). Our causal infrastructure hypothesis makes sense of these effects by
assuming that people represent the causal structure. This allows them to
make diagnostic inferences about the causes of the proposal and to make
predictions about the consequences of their decisions. Causal structure
supports a moral appraisal about the fairness of the proposal. It also supports
decision making, which is based on moral considerations and other con-
siderations like effects on reputation.

Rawls (1971) assumes that the overriding determinant of fairness is
egalitarianism. And we are not suggesting that causal models provide any
justification for egalitarianism or indeed for any basic values. Nevertheless,
causal models do make a contribution to our sense of fairness by providing a
framework for expressing the reasons for deviations from egalitarianism.

5.6. Putting It All Together

We have reviewed how causal models contribute to five principles of moral
appraisal. Much of the contribution depends on the specific content of our
causal beliefs. In particular, the role of causal models in determining fairness
is content specific. However, the other four principles may derive from a
more basic cognitive process. We offer a speculation that much of moral
appraisal reflects the extent to which the causal model of the event being
judged deviates from an idealized causal model (cf. Shaver, 1985). The
idealized causal model is exceedingly simple. It states that the most extreme
good or bad action consists of an intention for a respectively good or bad
outcome with the consequence that the intended outcome occurs (see
Figure 4). Normally, of course, an action mediates the causal relation
between intention and outcome. But in the ideal case, where it is possible
for mere intentions to cause outcomes, this would not be necessary. Our
idea is that the moral appraisal of an event is positive or negative in
proportion to the degree of similarity of the causal model of the event to
the good or bad ideal, respectively. Ideals are not necessarily fixed entities.
How good or bad an outcome is may depend on which comparison out-
comes come to mind most easily. More generally, ideals may be generated
on the spot in response to specific events the same way that surprise is
determined by how a contrasting comparison event is constructed at the
moment of perception (Kahneman and Miller, 1986). This latter possibility
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Figure 4 Idealized causal model for evaluating morality of an event.

is consistent with the idea that the repugnance of certain acts depends on
what other acts are under consideration (cf. Unger, 1995).

This form of the ideal causal model suggests three dimensions of simi-
larity that modulate appraisals of moral responsibility:

1. Is there an intention to bring about the outcome?
2. Is the intention the cause of the outcome?
3. How good or bad is the outcome?

Our proposal is that moral appraisal varies directly with these three factors
and that basic principles of moral appraisal are reflections of this depen-
dence. We consider each of the four principles in turn.

The principle that the actor must intend the action follows immediately
from the first dimension. The fact that some actions that are not intended
are nevertheless culpable, like acts of negligence, reflects the fact that the
causal model of a situation could be similar to the ideal even in the absence
of an intention. If an actor did something to make a foreseeable bad
outcome very likely through negligence, then the model of the event is
similar to the ideal even in the absence of a bad intention.

The difference between omission and commission rests primarily on the
second dimension. In the case of omission, the outcome would have
occurred anyway so the intention does not have as much causal force as it
does in the case of commission. Perhaps more important, attributions of
cause are stronger when there is a mechanism that connects a cause to an
outcome as in the case of commission.

Causal proximity also reflects differences on the second dimension
because the presence of other causes dilutes causal responsibility. The
more the outcome depends on other mediating causes, the less power the
target cause has to produce the outcome. Causal proximity may also
influence attributions of intention.

Locus of intervention depends in part on the same considerations as
causal proximity. But it also affects the third dimension because it changes
how we view the outcome. An outcome is more acceptable when it is
compared to even less desirable alternatives. In the case of the agent
intervention, the natural comparison is between the alternative actions of
the agent of harm, for example, the death of one and the death of five in the
trolley problem. Victim interventions lead to a comparison between actual
and counterfactual consequences to the victim. This highlights how bad the
outcome is for the victim.
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6. CONCLUSIONS

We have tried to accomplish three objectives in this chapter. First, we
have formulated a coarse model of the process of moral judgment that
allowed us to locate the role of causal analysis. We have proposed that
causal analysis occurs in the very earliest stages of interpreting an event and
that early moral appraisals depend on it. In turn, at least some emotional
responses depend on moral appraisals. Deliberative reasoning also relies on
causal structure.

Second, we have argued that the causal model formalism is appropriate for
formulating psychological principles of moral appraisal. This could be con-
strued as an argument that causal models serve as the underlying representa-
tion on which the “moral grammar” (Hauser, 2006; Mikhail, 2000; Rawls,
1971) operates. The primary utility we see for causal models is that they
directly represent causes, consequences, and — most importantly — the
structural relations among them. In other words, they represent mechanisms.

Mikhail (2000) offers a contrasting formalism that draws on linguistic
structure to represent events and formulates moral principles as operations
on a graphical tree representing a sentence’s semantics. Although the speci-
ficity of his proposal is admirable, language does not seem the right place to
find the structure relevant to moral appraisal. Moral appraisal concerns
events and only indirectly depends on how we talk about them. The
structure of an utterance obviously has some correspondence to the event
it refers to, but it also manifests additional purely linguistic constraints.
These constraints reflect specifics about the particular language used to
express the utterance. They also emerge from the fact that language is
composed of a linear stream of symbols and that its primary function is
communication. These additional linguistic constraints are uninformative
about the variables that matter for moral judgment, variables about the
event itself like agents’ intentions, alternative causes, and the valence of an
outcome. Mikhail clearly believes that these nonlinguistic variables are
somehow represented; our complaint is that his representation incorporates
extra baggage brought along by sentence structure. Causal models in con-
trast represent events directly via the mechanisms that relate causes to
effects, and thus offer a representation much more streamlined to capture
facts relevant to moral judgment and only those facts.

Our proposal is that causal models serve as a representation for opera-
tions that govern moral appraisals. We emphasize our focus on early
operations of appraisal. Moral judgments involve more than such quick
and dirty appraisals. For instance, they take into account emotional
responses and noncausal moral principles like equity. They also depend on
basic values about good and bad outcomes (e.g., charity is good, causing
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pain is bad). Such considerations are largely independent of causal knowl-
edge. But even some emotional responses like indignation depend on moral
appraisals and thus causal structure. Equity assessments frequently include
considerations that require causal analyses like determinations of effort or
merit. Causal structure is not the only thing, but no judge would get far
without it.

Finally, we have offered a speculation that moral appraisals reflect the
similarity between an idealized causal model of moral behavior and a causal
model of the event being judged. Admittedly, the evidence for this specific
hypothesis about the cognitive operations involved in moral judgment is
weak. Support would come from studies demonstrating a gradient of
judgment that varies monotonically with the dimensions of similarity that
we proposed above. We offer the hypothesis as a relatively concrete alter-
native to the more standard view that moral judgment involves a reasoning
process that derives conclusions in the spirit of logical proof (Kohlberg,
1986; Mikhail, 2000; Piaget, 1932). The evidence for this latter view is no
stronger.

If our proposals are correct, then moral agents have a causal model of
their environment whenever they are in a position to make moral appraisals.
Of course, having a causal model is not sufficient to make one a moral agent.
Emotional responses help and moral principles, largely defined in terms of
causal structure, are necessary. Moreover, one must have the desire to be
moral. Our guess is that all humans who are functional have causal models.
Not everyone satisfies the other conditions for moral agency.
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